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Abstract
The notion that “good enough” can be adequate is much 
maligned, and for good reason. When implemented poorly, 
a “good enough” mind set can increase the liability burden 
for an organization. However, by the same token it is foolish 
to continually invest in technology improvements that have 
little real or measurable value. It is incumbent upon the secu-
rity architect to achieve a legally defensible position that ap-
propriately balances between “too little” and “too much” in 
architecting solutions that are  “good enough.”

There seems to be a common misconception in the se-
curity industry, often promulgated by vendors, that 
security architecture means always implementing ev-

erything possible in the endless game of staying ahead of the 
“bad guys.” Perhaps this misconception is also driven by the 
prominent “breaker” contingent within the security commu-
nity who are constantly finding holes in the armor through 
which attacks can be perpetrated. Pile on the various actors 
in the risk management drama and things get complicated 
(and ugly) right quick.

The simple fact is that security is not, nor will it ever be, a ze-
ro-sum game. There is no “war” to “win,” and it is instructive 
to take this point to heart. It is time to quit positing security 
as a “challenge” or “competition” and instead start structur-
ing it in more business-oriented terms, looking at ways to 
provide reasonable protection to the business while enabling 
it to operate more efficiently and effectively. Security archi-
tecture today is less about picking a specific tool than it is 
about a blended responsibility for helping manage the people, 
processes, and technologies that go into protecting the home-
lands of our respective organizations.

Survivability
I first encountered the concept of “survivability” (or “surviv-
able network systems”1 2) through reading Chris Hoff ’s blog3 
and hearing him speak at conferences. The idea, in a nut-
shell, is that we should be focusing on building resilient (or 
“elastic”4) organizations that work to achieve an optimal level 
of defensibility and recoverability. That is to say, rather than 
laboring under the false belief that you can stop everything, it 
is instead imperative to understand that bad things will hap-
pen. It is not a matter of if, but a matter of when. As such, 
building defenses that are purely geared toward stopping bad 
things from happening are destined for failure, and are in-
creasingly likely to represent a stance that has a greater li-
ability burden. Let’s look at these key concepts in more detail.

Recoverability
As defensibility tends to draw most of our collective atten-
tion, let’s first look at recoverability. The goal of recoverabil-
ity is to allow the business to continue operating under de-
graded conditions and to resume normal business operations 
as quickly as is reasonable without leaving the door open to 
repeating the same failure(s) that resulted in the incident. In 
traditional language, we are essentially talking about busi-
ness continuity planning and disaster-recovery plans. The 
objective is clear: identify what is important and then model 
threats against those things to build contingency plans, be-
cause, again, the assumption should always be that some-

1	 R.J. Ellison, et al, “Survivable Network Systems: An Emerging Discipline,” CMU/SEI 
(May 1999), http://www.cert.org/research/97tr013.pdf.

2	 R.J. Ellison, et al, “Survivable Network System Analysis: A Case Study,” Carnegie 
Mellon University (undated), http://www.cert.org/archive/pdf/network-analysis.pdf.

3	 Rational Survivability, http://www.rationalsurvivability.com/blog.

4	 Benjamin Tomhave, “Elasticity: Will your organization bend or break?,” ISSA Journal 
(September 2009).
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thing bad will happen some day. If it never does, fine, but the 
chances of that being true are slim to none (in fact, accord-
ing to Symantec’s 2010 “State of Enterprise Security” report, 
100% of respondents had experienced “cyber losses”5). The 
key is demonstrating reasonable forethought in planning for 
a dark day.

Recoverability has significant ties with architecture. How 
compartmentalized are data and systems within your organi-
zation? Can there be more compartmentalization? Also, what 
other controls are in place that would hasten recovery and 
lessen the impact of a breach? Are there business continuity 
and disaster recovery policies, processes, and procedures in 
place? Have they been tested? Do you have the right people 
onboard, and are they sufficiently trained to respond while 
under duress in the middle of an incident? Do you have sup-
port and interest from the right stakeholders, including busi-
ness leaders, HR, legal, IT, operations, development, etc.?

Consider, for example, the breach of Heartland Payment Sys-
tems and its believed attack vector being through non-PCI 
systems.6 Clearly there is a case to be made here that their 
environment may not have been adequately compartmental-
ized, allowing a system in a lower security zone to become 
compromised and leveraged into compromising a system 
in a higher security zone. Their recoverability from such a 
string of incidents was in theory lessened in part because the 
compromises were able to spread between zones when they 
should have been limited to just one zone. One could also 
talk here about logging, monitoring, and detection across the 
entire environment, and how it played into (or did not play 
into) minimizing the severity of the compromise and the ra-
pidity of recovery.

Remember, then, that it is not a question of if, but when, you 
will have a security incident. If you do not have regular back-
ups in place for data important to the business, then you are 
setting yourself up for failure. If you do not have alternative 
locations and communication plans in place addressing nat-
ural disasters and epidemics, then you are setting yourself up 
for failure. If you do not have personnel employed or on re-
tainer to assist with forensics and incident response, then you 
are setting yourself up for failure. If you do not have current 
network diagrams and a thorough, documented understand-
ing of systems, applications, networks, and data flows, then 
you are setting yourself up for failure. Logging and moni-
toring are also key components of recoverability. If you lack 
extensive logs of what is happening with your applications 
and systems, then your options for recovery will be severely 
limited and you are setting yourself up for failure. How can 
you prevent the same bad thing from happening again if you 
don’t know what happened in the first place?

5	 Symantec, “State of Enterprise Security,” Symantec (February 2010), available online 
at http://www.symantec.com/content/en/us/about/presskits/SES_report_Feb2010.
pdf.

6	 Bill Brenner, “Heartland CEO on Data Breach: QSAs Let Us Down,” CSO Online 
(August 2009), available at http://www.csoonline.com/article/499527/Heartland_
CEO_on_Data_Breach_QSAs_Let_Us_Down.

Defensibility
Historically, when thinking about defensibility, we have usu-
ally correlated the concept with something like Defense in 
Depth (DiD). DiD talks about setting up layered controls 
within an environment so that if one control fails, then oth-
ers will compensate and contain or stop the resultant inci-
dent. However, if you consider that exposing services to the 
outside world effectively dissolves much of DiD, then you will 
quickly understand that DiD is really only effective when you 
are not letting anything through your perimeter. In the mod-
ern era, organizations are intentionally letting the world walk 
through their virtual doors, oftentimes relying on antiquated 
approaches, weak authentication schemes, and minimal ad-
ditional protection (e.g. see Gunnar Peterson’s excellent ar-
ticle on the continued use of passwords7). DiD strategies need 
to evolve accordingly to become more agile and resilient.

The legacy flaw in logic here is thinking about defensibility 
in just technical terms. Defensibility is not really about the 
tools you use to defend yourself – or, at least, it should not be. 
Instead, it should be about legal protection for your organi-
zation.8 Defensibility in the legal community is about estab-
lishing a position against which arguments (or accusations), 
such as negligence, liability, or criminal wrongdoing, can be 
countered from sound footing. That is, when your organiza-
tion has a breach, it can come to the table and demonstrate 
that it has in fact taken reasonable measures to implement a 
reasonable standard of care. Taking again the case of Heart-
land, it appears that they falsely believed that compliance 
with PCI DSS was an adequately defensible position,9 only to 
learn later that protecting only one part of the business does 
not a complete protection scheme make.

Using this perspective of legal defensibility changes the game 
a bit, or at least it should for the techies in the crowd. On the 
surface, it may seem like it is regressing to a stance of focusing 
on “best practices” (a.k.a. “mediocrity”10), which to a point 
would be true, but beyond that it asks the question: Did you 
do all that was reasonable in protecting your corporate as-
sets? A subjective question to which would come a subjective 
answer, but it is an important point to carry forward.

The Heartland incident is again instructive in this perspec-
tive of legal defensibility and sufficiency. Heartland CEO 
Carr went so far as to say, “The audits done by our QSAs 
(Qualified Security Assessors) were of no value whatsoever. 
To the extent that they were telling us we were secure before-
hand, that we were PCI compliant, was a major problem.” 
That is, merely being compliant with PCI DSS was not, and is 

7	 Gunnar Peterson, “Identifying Opportunities for Improvement in Security 
Architecture,” 1 Raindrop Blog (February 2009), available online at http://1raindrop.
typepad.com/1_raindrop/2010/02/identifying-opportunities-for-improvement-in-
security-architecture.html.

8	 Please note, the author is not a lawyer, nor does he play one on TV. He is not 
providing legal advice.

9	 Bill Brenner, “Heartland CEO on Data Breach: QSAs Let Us Down,” CSO Online 
(August 2009), available at http://www.csoonline.com/article/499527/Heartland_
CEO_on_Data_Breach_QSAs_Let_Us_Down.

10	See http://www.dilbert.com/strips/comic/2008-09-03.

ISSA Journal | March 2010





All Web and email links can be clicked to visit the URL, retrieve a resource, view an online article, or send an email to the author. 21

Architecting Adequacy: When Good Enough Really Is | Benjamin Tomhave

legal and regulatory scrutiny to evaluate whether or not they 
did enough to protect their business and investors. The secu-
rity architect is now responsible for ensuring that the people, 
processes, and technologies are aligned in a sufficiently de-
fensible and recoverable manner to withstand such scrutiny.

As such, it is constructive to look at contracts, partnerships, 
stakeholders, and the desired survivability (and success) of 
the business to architect an approach and solution set that is 
“good enough” without exposing the enterprise to unneces-
sary liability. In other words, quit obsessing about informa-
tion risk exposure and instead focus on optimizing the sur-
vivability of the business. In the long-term this approach will 
dovetail with information risk management as it matures, but 
until then stick to a fundamental approach that starts with 
“When we get compromised and sued by our stakeholders, 
investors, or customers, will we be able to demonstrate that 
we did enough to protect ourselves from unnecessary harm?” 
If you can answer that question confidently, with evidence 
and a demonstrated track record, then you should be satisfied 
that “good enough” really is just that; good enough.

Concluding thoughts
It is time to move aggressively away from the status quo, par-
ticularly with respect to risk and risk management, and in-
stead force the focus of security architecture to be on doing 
what is adequate to protect the business from the inevitable. 
Instead of endlessly investing in technology, it is instead time 
to shift investments to non-technical efforts that optimize 
recoverability while emphasizing the need to architect soft 
solutions, such as policies and processes, alongside common-
sense training and awareness initiatives.

Formal models, such as for information risk management, 
can be a useful tool in establishing a legally defensible posi-
tion, but we need to stop deluding ourselves into thinking 
that they are the end-all be-all pinnacle solution. Consider, 
for example, the role of risk management within the ISO/IEC 
27001/27002 standard. Yes, it is present, but it is not the sin-
gle most important attribute. So should risk also not be the 
single most important component of your defensive strategy.

The goal of security is, and should always have been, how 
to best enable the enterprise to weather the storms that will 
come. Losing that focus undermines our ability to benefit the 
organization. Our focus should be on building survivable 
systems comprised of people, processes, and technology that 
seek to minimize legal exposure through the provision of a 
reasonable standard of care.
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not, sufficient. What did it take to then achieve a more defen-
sible position? Carr goes on to say that they “added additional 
network segmentation, much more intense monitoring, and 
added data loss prevention technology,” spending $32 million 
in the first half of 2009, and expecting to continue spending 
at a high rate.11 The outcome – and the situation itself – al-
most certainly would have been different if they had started 
from a reasonably defensible position.

Defensibility should be one of your top goals in making argu-
ments for implementing changes in your environment. For-
get about risk for a minute as the sole focus of your program 
(don’t forget about it permanently, because you will need a 
risk management program to help demonstrate defensibility) 
and instead consider that if you cannot make a coherent ar-
gument in front of 12 angry men12 that your organization is 
doing what is necessary and reasonable to protect company 
assets, then you need to identify those gaps and start making 
real changes.

The Sufficiency of “Good Enough”
From this concept of legal defensibility comes a natural and 
sufficient method for achieving “good enough.” It is time to 
engage your legal department, because this is an important 
point. How you approach security architecture should be di-
rectly tied, not to “best practice” or “risk management” but to 
what is considered a reasonable standard of care.13 

What this means, quite simply, is that the role of the security 
architect now includes having to determine what is reason-
ably foreseeable as part of the process of architecting defenses 
that meet a reasonable standard of care. This reasonable stan-
dard of care will determine, beyond simply relying on pre-
vailing practice, what is a sufficient defensive posture (read 
the T. J. Hooper case from 193214 to blow your mind on what 
the courts may consider to be a reasonable standard of care). 
Going forward, one can assume that a sufficient posture will 
minimally need to have strong ties to well-established holis-
tic approaches, like ISO/IEC 27001/27002 (in fact, one could 
argue that comprehensive information risk management plus 
ISO 27001 certification of an effective ISMS plus an extensive 
program of audit, testing, metrics, and reporting, may quick-
ly become the best working definition of a legally defensible 
position).

The point of legal defensibility, then, is this: threats, vulner-
abilities, and incidents are an inevitability, so the responsibil-
ity of security architecture shifts from being about stopping 
bad things from happening to doing what is demonstrably 
adequate in the eyes of stakeholders and the courts. When 
an incident occurs, organizations are increasingly subject to 

11	Bill Brenner, “Heartland CEO on Data Breach: QSAs Let Us Down,” CSO Online 
(August 2009), available at http://www.csoonline.com/article/499527/Heartland_
CEO_on_Data_Breach_QSAs_Let_Us_Down.

12	A reference to the U.S. legal system and pop culture. See http://en.wikipedia.org/
wiki/Twelve_Angry_Men for more information.

13	See http://answers.encyclopedia.com/question/legal-definition-reasonable-
care-356614.html.

14	See http://itlaw.wikia.com/wiki/T.J._Hooper for more information.
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